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Abstract. The paper examines combining words and concepts for text represen-

tation for Arabic Automatic Text Classification (ATC) and its impact on the ac-

curacy of the classification, when used with various stemming methods and 

classifiers. An experimental Arabic ATC system was developed and the effects 

of its main components on the classification accuracy are assessed. Firstly, vari-

ants of the standard Bag-of-Words model with different stemming methods are 

examined and compared. Arabic Wikipedia and WordNet were examined and 

compared for providing concepts for effective Bag-of-Concepts representation. 

Based on this, Wikipedia was then utilized to provide concepts, and different 

strategies for combining words and concepts, including two new in-house de-

veloped approaches, were examined for effective Arabic text representation in 

terms of their impact on the overall classification accuracy. Our experimental 

results show that text representation is a key element in the performance of Ar-

abic ATC, and combining words and concepts to represent Arabic text enhances 

the classification accuracy as compared to using words or concepts alone. 

Keywords: Arabic Text Classification, Text Representation Models, Bag Of 

Words, Bag Of Concepts; Wikipedia, WordNet. 

1 Introduction 

Automatic Text Classification (ATC) is an essential process for efficient organization 

of digital text. With the rapid  growth of Arabic digital text, ATC has become one of 

the important tasks in Arabic text mining. The goal of ATC is to assign one or more 

predefined categories to a given textual document. The process involves three main 

components: text pre-processing, text representation and the classifier which is built 

using a generic Machine Learning (ML) algorithm. The classification begins by pre-

processing the textual content of all the documents in the dataset in order to extract a 

set of well-defined features. These features are then passed to the text representation 

component where each document is represented as a set of features in a Vector Space 

Model (VSM) [1]. A document is often seen as a set of feature points in space of 

features, and different representation strategies are used to place these features in a 

VSM model. Finally, the VSM is fed to an ML based classification algorithm. 
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At its basic level, a text representation model expresses a piece of text or document 

in a compact representation of its textual content. Text representation models are 

commonly built using words as features, where text in a document is represented by 

the words it is composed of and the document is classified to a category based on the 

proportion of words that it has in common with other documents from the same cate-

gory. In this case, the resulting representation is known as Bag-of-Words (BOW) 

model [2]. In addition to its simplicity, the BOW has proven its effectiveness 

particularly in English text classification [3], as well as  many other languages. How-

ever, despite its efficiency, the BOW model has a number of limitations: 

 The BOW model treats synonymous words as independent features. For example, 

“classification” and “categorization” are considered as two independent words with 

no semantic association. As a result, documents that discuss similar topics and con-

tain synonymous words could be considered as unrelated.  

 Words can have different meanings depending on their surrounding context, i.e., 

polysemy. The BOW model cannot recognize the meaning of a single word in dif-

ferent contexts even if the meaning is totally different. Take the word “bright” for 

example, depending on its context “bright” could mean shining or clever. Using the 

BOW as a representation model the word “bright” would be treated as a single fea-

ture irrespective of its intended meaning in different contexts. 

 The BOW model representation breaks terms into their constituent words, e.g., it 

breaks “text classification” into the words “text” and “classification”. As a result, 

the order of the words is lost and the unique meanings of the terms disappear. In 

addition, the BOW model tends to destruct the semantic relations between words 

and terms as it treats them as stand-alone units with. The semantic relation does not 

cover only synonymy and polysemy, it also reflects the relationship between 

words. For example, “text classification” is related to “text mining”. 

To address above limitations, a feature known as a concept has been introduced in 

text mining, giving raise to the Bag of Concepts (BOC) text representation model [4]. 

A concept is a unit of knowledge which provides a unique meaning. Synonymous 

words are mapped to the same concept which provides that unique meaning they 

share. Words with multiple meanings are mapped to different concepts based on the 

surrounding text. In order to use the BOC representation model in an ATC system, a 

knowledge base such as WordNet, Open Directory Project (ODP), or Wikipedia is 

needed to provide concepts. In recent years, concepts have been used to represent text 

for English ATC [5-11]. However, using concepts alone to represent text does not 

result in a  significant classification improvement as confirmed by [4]. Therefore, a 

number of researchers have experimented with combining words and concepts to 

represent text based mainly on the following strategies: 

 Adding Concepts (AC): this strategy involves forming a combined text representa-

tion model by adding concepts identified in the document to its BOW model as ex-

tra features using different knowledge bases. In particular, AC has been used for 

English ATC with Wikipedia [6, 9-11], WordNet [12], and ODP [5]. Furthermore, 

it has also been proposed  for text clustering with WordNet [4] and Wikipedia [13].  
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 Replacing Terms with Concepts (RTC): this strategy is similar to AC, but words 

and terms in the document for which a concept has been identified are removed 

from the combined text representation. Only words which do not have correspond-

ing concepts are added to the text representation model. The strategy was first pro-

posed for English text clustering by Hotho et al. [14], who also showed that this 

strategy yielded less accurate clustering results compared to AC.   

 Adding Concepts and Categories (ACC): in this strategy, which was proposed by 

Wang et al. [10, 11], the parent categories of the concepts are added to the com-

bined representation model along with concepts and words. 

Since its introduction, the AC strategy has been used by a number of researchers who 

demonstrated its improving impact on the performance of English ATC. For example, 

Gabrilovich et al. [5] used ODP as a knowledge base to provide concepts for text 

representation. They used a feature generating technique which searches for new 

features that describe the target document better than the ones contained in the train-

ing documents. The feature generator constructs new features from the ODP catego-

ries and adds them to the BOW model using AC strategy. Experimental results 

showed improved classification performance in comparison with the BOW model. 

However, the ODP has a number of drawbacks. Its categories are not equally covered, 

some categories are repeated in different branches of the categories hierarchy tree, 

and sometimes some are more influenced by the views of the editors in charge. Ga-

brilovich et al. [6] subsequently showed that using Wikipedia as a knowledge base 

instead of the ODP improved their classification results further.  

Wang et al. [10] used Wikipedia synonyms, associated concepts and hyponyms 

(parent categories for the concept), by adding them to the BOW model. The study 

showed that adding synonyms to the BOW is not useful for ATC, whereas adding the 

top 5, 10, 15, 20, and 25 associated concepts improved the classification accuracy. In 

addition, the authors compared enriching the document representation with hyponyms 

of candidate concepts extracted from the first five levels of their relational hierarchy 

as provided by Wikipedia. Their results showed that adding hyponyms extracted from 

first three levels achieved better classification accuracy compared to adding hypo-

nyms extracted from levels 1 to 5 of the hierarchy.   

In this paper, we examine combining words and concepts for text representation 

for Arabic ATC and how this impacts the accuracy of the classification when used 

with various stemming methods and classifiers, compared to using words or concepts 

alone. To achieve this, an experimental Arabic ATC system has been developed and 

the effect of each main component on the classification accuracy is assessed. First, 

variations of the BOW model resulting from the application of different stemming 

methods at the pre-processing stage are examined and compared. Then two 

knowledge bases, namely Wikipedia and WordNet, are used to provide concepts to 

represent Arabic text using a BOC model. A comparison between these knowledge 

bases is conducted and the one yielding the best accuracy is used to provide concepts 

to build a combined text representation model using the AC, the RTC and the ACC 

strategies, as well as to develop two new combined model strategies. These combined 

models are then used in our Arabic ATC system and the classification accuracy 
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achieved by each is evaluated and compared to the use of the BOW or BOC alone. 

The paper is organised as follows: Section 2 reviews related work on Arabic ATC. 

Section 3 then describes the construction of our Arabic ATC system with a specific 

focus on Arabic text representation. The experimental setup and the datasets used in 

this work are described in Section 4. Section 5 presents and discusses our experi-

mental results, and Section 7 concludes the work and highlights our main findings. 

2 Arabic ATC - Related Work 

Compared to English ATC, the field of Arabic ATC is underdeveloped. Text repre-

sentation for Arabic ATC is therefore a relatively new field and, hence, limited work 

has been published in this field. To-date, most reported works focus on comparing 

different stemming methods, investigating the impact of pre-processing, applying 

different classification algorithms and evaluating their effects on the classification of 

Arabic text, as described below. 

Researchers such as Harrag et al. [15] compared different stemming methods in 

ATC for Arabic text. The authors compared three stemming methods, namely Light 

Stemming (LS) [16], Root Extraction (RE) [16] and dictionary-lookup method [17]. 

The RE method works by removing the suffixes and prefixes attached to a given word 

and word pattern matching is used to extract the root of the word. The LS method 

only involves removing a small set of prefixes and suffixes. The LS does not deal 

with infixes or recognize patterns to find roots. The dictionary-lookup method uses 

dataset statistics to generate possible roots for a given word and estimates the proba-

bility of deriving the word from each of the possible roots. Harrag et al. [15] used the 

stemming methods to reduce the feature space of the VSM for two different classifi-

ers, the Artificial Neural Networks (ANN) and the Support Vector Machine (SVM). 

To evaluate their ATC system’s performance, an in-house Arabic dataset containing 

453 documents distributed over 14 categories was used. Reported results showed that 

ANN yielded a better performance than the SVM. Furthermore, the dictionary-lookup 

stemming method performed better with ANN whereas the LS method performed 

better with an SVM classifier.  

Al-Shammari et al. [18] proposed the local stemming method and compared it with 

the LS [19] and RE. This method selects the shortest form of a word among syntacti-

cally related words in a text. To evaluate the classification performance with different 

stemming methods, al-Shammari used a dataset that was constructed by merging the 

Saudi News Papers (SNP) dataset and the Saudi Press Agency (SPA) dataset as col-

lected by Al-Harbi at al. [20]. Only 2,966 documents were selected which belonged to 

three categories: “cultural”, “social”, and “general”. In the classification experiments, 

a 10-fold cross-validation was used with the Naive Bayes (NB), SVM and k-Nearest 

Neighbours (k-NN) ML algorithms. The experiment results showed that the local 

stemming method significantly improved text classification accuracy, in comparison 

to other stemming methods, and worked better with the SVM classifier. 

Other researchers compared the accuracy of using different classification algo-

rithms in Arabic ATC systems. For example, Mesleh et al. [21] used the original 
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words without using any stemming methods to build a BOW model. He used the Chi-

squared (χ2) as the Feature Selection (FS) technique to reduce the size of the feature 

space. The dataset used was collected from online Arabic newspaper archives and 

contained 1,445 documents that vary in length and fall into nine categories.  The re-

sults showed that using an SVM classifier yielded a better classification performance 

compared to using the k-NN and NB classifiers. It yielded a macro-average F1 score 

of 88.11% when evaluated using the in-house complied Arabic dataset. Mesleh’s 

dataset was also used by Kanaan et al. [22]. They applied the LS stemming method 

proposed by [23] to build a BOW model for Arabic ATC. A comparison was per-

formed between the k-NN, Rocchio, and NB as classifiers with different weighting 

methods such as the Term Frequency (TF), the Term Frequency Inverse Document 

Frequency (TFIDF) and the Weighted Inverse Document Frequency (WIDF). Their 

results showed that the WIDF scheme yielded the best performance when used in 

conjunction with the k-NN, while TFIDF yielded the best performance when used in 

conjunction with Rocchio. Among the above three classifiers, the NB classifier was 

reported to be the best, yielding a macro-averaged F1 score of 84.53%.   

Al-Harbi et al. [20] compared the SVM and C5.0 classification algorithms in Ara-

bic ATC. The original text was used without any stemming to build the BOW model, 

and the Chi-squared was used as the FS technique to reduce the size of the feature 

space. The C5.0 provided a better performance than the SVM. On the other hand, 

Alsaleem et al. [24] compared the SVM and NB classification algorithms using the 

BOW model to classify the SNP dataset collected by [20], and his experiment results 

showed that the SVM algorithm outperformed the NB algorithm. 

In terms of text representation models, most reported works in Arabic ATC have 

used the BOW model. For example, Khreisat et al. [25] used an N-gram frequency 

statistical technique to compare two similarity measures, the Manhattan distance and 

the Dice’s coefficient. The authors used a dataset collected from four online Jordanian 

Arabic newspaper archives. Tri-grams were used to represent each document after 

pre-processing by removing punctuation marks, diacritics, non-letters and stop words. 

The Khoja RE stemming method [26] was applied to the remaining words. The cho-

sen similarity measures were used with 40% of the dataset utilised for training and the 

rest for testing. Reported results showed that the best accuracy was obtained using the 

Dice coefficient in conjunction with the tri-gram frequency method. 

Others have used statistical phrases to represent Arabic text for ATC. For example, 

Al-Shalabi et al. [27] compared the use of the BOW and phrases text representation 

models. The k-NN algorithm was used to classify documents from the dataset created 

by [21]. All Arabic documents were pre-processed by removing stop words, non-

letters, and punctuation marks. Two independent text representation models were then 

built, namely a BOW model and a bag of phrases model with each phrase composed 

of two words. To train the classifier, 60% of the dataset was used for training and the 

rest for testing. The results showed that using phrases for text representation in con-

junction with the k-NN classifier outperformed the BOW model and yielded an aver-

age accuracy score of 73.57% as compared to a score of 66.88% for the BOW model. 

Elberrichi et al. [28] used the Arabic WordNet (AWN) to identify concepts appear-

ing within the documents. A comparison between the use of different text representa-
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tion models, utilizing words, N-grams and words and concepts combined  using the 

RTC strategy,  was conducted on the Arabic text dataset collected by [21]. The com-

bined model, used in conjunction with the Chi-squared as the FS technique and a k-

NN classifier, was reported to achieve higher performance results compared to other 

representations. Yousif et al. [29] developed two new representation models based on 

lexical and semantic relations extracted from the Arabic WordNet, namely the List of 

Pertinent Synsets (LoPS) and the List of Pertinent Words (LoPW). The LoPS is the 

list of concepts (synsets) that have relations with the documents’ original terms, 

whereas LoPW is the list of words that have relations with the documents’ original 

terms. The authors compared the developed representation models with the standard 

BOW and BOC representation models. In the classification experiments, a 10-fold 

cross-validation was used with an NB classifier to classify documents from the Arabic 

BBC dataset [30]. The experiment results showed that both developed representation 

models improved the accuracy of ATC as compared to the standard BOW and BOC 

models. In addition, it was found that the LoPW model outperforms the LoPS model.   

3 Text Representation for Arabic ATC 

In order to investigate and assess the effect of commonly used text representation 

models on the classification accuracy of Arabic ATC, an experimental ATC system 

has been built. As described in Section 1, the first component of this ATC system 

performs the pre-processing of the text, where the text is converted to a well-defined 

set of features. To achieve this, first the text is tokenised by breaking it up into indi-

vidual and meaningful units known as tokens. Each token is separated from others by 

a particular character or symbol. In written Arabic, words are separated by a space 

and each word is considered as a single meaningful unit. Hence, the tokenisation in-

volves keeping these words and removing all other remaining punctuation marks, 

digits and numbers as they are considered noise. Then, common words such as pro-

nouns, prepositions and articles are removed from the text. These words are called 

“stop words” and occur frequently and, therefore, have no discriminatory signifi-

cance. This is then followed by replacing all words with their roots or stemmed forms, 

where morphological information is used to merge various word forms, such as plu-

rals and verb conjugations, into their distinct roots. In this work, we have focused on 

the Root Extraction (RE) and the Light Stemming (LS) as the two most commonly 

used stemming methods for Arabic text as indicated in our Related Work section.  

Next, all rare words are identified and removed based on their frequency of ap-

pearance in the whole dataset, using a threshold of four that has been chosen by ex-

perimentation. This process also reduces the complexity of the text representation 

model and improves the training time of the classifier. Next, the remaining words are 

passed to the text representation component of the ATC system as valid features, 

which make the dimensions of the resulting VSM. Depending on the text representa-

tion strategy used, different types of features are employed to represent text. For ex-

ample, in the case of the BOW model, the features are simply the remaining words as 

per above. Variations of the BOW model are built based on the stemming method of 
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the text pre-processing component of the system. Hence, three BOW models have 

been investigated; a BOW-RE, BOW-LS and a BOW-Original where no stemming 

method is applied.  

In the case of the BOC model, different types of BOC are built depending on the 

knowledge base used to provide the concepts. In this work both Wikipedia and 

WordNet are employed as knowledge bases and the resulting BOC models are com-

pared to find the best knowledge base. To identify concepts using Arabic WordNet, 

an open-source toolkit called Arabic WordNet (AWN) is used. For each word in a 

text, the AWN browser searches its database and returns an ordered list of synonyms 

and the first synonym in the list (i.e., the most commonly used sense) is used as the 

concept for the word. To build the Wikipedia-based BOC representation model, the 

Arabic Wikipedia XML dump files (http://dumps.wikimedia.org/arwiki/), consisting 

of 273,709 articles, is used in this work. An open source toolkit known as Wikipedia-

Miner [31] has been used to process the dump files and create a database that contains 

a summarized version of the Arabic Wikipedia’s content and structure.  

When both words and concepts are used together as features, we get a combined 

text representation model which can be built using different strategies, such as the 

AC, the RTC or the ACC as described in Section 1. In our ATC system, we have 

applied and compared different strategies to build combined text representation mod-

els. These include the AC, RTC and AC, as well as two in-house developed strategies, 

which are our attempt at developing new combined text representation models with a 

relatively reduced vector size as described in the following section. 

3.1 New Combined Text Representation Strategies 

In this section, we describe two in-house developed strategies for building a combined 

text representation model, namely Adding Unmapped Concepts (AUC), and using 

Concepts for Terms which do not appear in the Document (CTD). 

Adding Unmapped Concepts (AUC). This strategy first involves creating a “Con-

cept-Words Map” for the whole dataset. To achieve that, we map each concept identi-

fied in the dataset to the corresponding word(s) that share the unique meaning provid-

ed by the concept. By doing this, the algorithm will resolve synonyms and capture 

different words which refer to the same concept in the documents of the training sub-

set. These words are considered as alternative labels for the concept in the “Concept-

Words Map”. The concept’s label provided by the Knowledge Base (KB) is consid-

ered as the preferred label. In order to build a combined model to represent a given 

document using the AUC strategy, the following tasks have to be performed.  Firstly, 

a BOW vector has to be created for the document and all words that are considered as 

features in the BOW model are added to the AUC model’s vector. In this way, words 

which have a significant frequency value in the BOW model and carry an important 

value for the classification task are kept in the AUC model. Then, for each concept in 

the BOC model of the document, the “Concept-Words Map” is checked for alterna-

tive labels of the concept.  If one of the alternative labels appears in the text, the pre-
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ferred label for the concept is added to the AUC model. Otherwise, nothing is added 

regarding that concept and we move to the next one. The difference between the AUC 

strategy and AC strategy is that only concepts mapped to different alternative labels 

are added to the combined representation model. 

Using Concepts for Terms not appearing in the Document (CTD). This strategy 

first involves creating a “Concept-Words Map” for the whole dataset. To achieve that, 

we map each concept. All previously proposed combined model strategies use both 

concepts and words with their corresponding weights. As a result, the numbers of 

features in resulting model are larger than the number of features in a corresponding 

BOW or BOC model. The CTD strategy does not change the original dimensions of 

the BOW model. It is similar to the BOW model in two ways; the size of the VSM 

and the type of features that are used to represent a document, where each dimension 

in the VSM corresponds to a word from the BOW dictionary.  The strategy works like 

the BOW model for words that appear in the document, where their corresponding 

dimensions in the VSM will have the value of the words’ TFIDF weights. The only 

difference is related to those words that do not appear in the document but have a 

corresponding concept in the document’s BOC model. For these words, the weight of 

their related concepts in the document will be used as corresponding dimensions in 

the VSM. Hence, the CTD works as follows. First, a “Word-Concepts Map” is created 

for the whole dataset. To achieve this, each word that has been identified as a con-

cept(s) is mapped to its corresponding concept(s). By doing this, the algorithm re-

solves synonyms and capture different words which refer to the same concept in all 

the documents of the training subset. In addition, words that have multiple meaning 

are mapped to different concepts. To represent a document using the CTD strategy 

and build the combined model, first all words which are considered as features in the 

BOW model dictionary are checked for their appearance in the document. In the case 

that a given word appears in the document, the word’s TFIDF weight in the document 

is used in the CTD model. If the word does not appear in the document, the “Word-

Concepts Map” is checked to see if that word has a corresponding concept. If it does, 

the concept is retrieved from the “Word-Concepts Map” and checked for its existence 

in the document’s BOC model. If the concept exists, the word’s corresponding di-

mension in the CTD model is assigned to the weight of the concept. If the correspond-

ing concept does not exist, the word will not be represented in the CTD combined 

model. 

4 Datasets and Experimental Setup 

In order to provide a baseline for an objective assessment and comparison of the per-

formance of our Arabic ATC system and proposed text representations, we have used 

three of the most frequently employed datasets in all cited similar work. The docu-

ments in these datasets, which have been collected from on-line web sites, are all 

written in Modern Standard Arabic (MSA). The datasets used are: 
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─ Arabic 1445 dataset: this dataset was created by Mesleh at al. [21] from online 

Arabic newspaper archives containing news articles from  Al-Jazeera, Al-Nahar, 

Al-hayat, Al-Ahram, and Al-Dostor. The dataset contains 1,445 documents that 

vary in length and fall into nine categories: computer, economics, education, engi-

neering, law, medicine, politics, religion, and sports. 

─ Saudi News Papers (SNP) dataset: this dataset consists of 5,121 Arabic documents 

of different length which belong to seven categories: culture, economics, general, 

information technology, politics, social, and sport. It has been collected by Al-

Harbi et al. [20] and consists of articles and news stories from Saudi newspapers. 

─ Al-khaleej dataset: this dataset is a collection of 5,690 Arabic news documents 

gathered from the archive of the online newspaper Al-khaleej by Abbas et al. [32]. 

It consists of four categories: international news, local news, sport, and economy.  

We conducted all the experiments using WEKA [33], which is a popular open source 

toolkit for ML. We first converted the textual documents into the format required by 

WEKA, i.e., ARFF format (Attribute-Relation File Format). We then used the data to 

train four separate classification algorithms, namely Support Vector Machines 

(SVM), Naive Bayes (NB), Decision Trees (DT), and Random Forest (RF). This was 

then followed by a 10-fold cross validation to evaluate the performance of the classi-

fiers using the standard information retrieval measures of Precision, Recall, and F1. 

5 Results and Discussion 

In this section, results of our various experiments are presented and assessed, in terms 

of achieved F1 classification performance of the ATC system, with regards to: 

─ The effect of the pre-processing component on the performance the BOW model. 

─ The role of the characteristics of the knowledge base used to build the BOC. 

─ How the different BOW-BOC combined text representation models compare. 

In the first stage of our experiments and evaluation, we focused on the effect of 

stemming on the overall classification accuracy. We conducted a comparison between 

the performance of our ATC system when the BOW is used with no stemming (i.e., 

Original-BOW) to that when stemming is applied in the pre-processing component 

using the LS and RE methods. Accordingly, three different BOW model representa-

tions have been built, BOW-LS, BOW-RE and the Original-BOW, for each dataset. 

Each of these BOW representation models has been used with four classification al-

gorithms: SVM, NB, DT and RF. Our results here show that, in terms of classification 

algorithms, the SVM achieves the highest classification accuracy, as can be seen in 

Tables 1-3. In addition, the SVM shows higher classification accuracy when used 

with the Original-BOW model for the cases of the large datasets as illustrated in Ta-

bles 2 and 3.  This can be attributed to the SVM’s ability to deal successfully with 

high-dimensional data [34].The DT algorithm seems to perform relatively well with 

the Original-BOW only for two datasets which have a large number of categories as 

illustrated in Tables 1 and 2. The BOW-LS representation seems to achieve the best 
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average classification accuracy, particularly when applied to the two largest datasets, 

i.e., the SNP and Al-khaleej, as illustrated in Tables 2 and 3. The BOW-RE represen-

tation model on the other hand shows a good average performance with the Arabic 

1455 dataset as can be seen in Table 1. 

Table 1. F1 scores for the three versions of BOW model for the Arabic1445 dataset with differ-

ent classifiers. 

Classifier Original-BOW BOW- based LS BOW-based RE 

SVM 0.90 0.92 0.91 

NB 0.82 0.85 0.88 

DT 0.80 0.79 0.77 

RF 0.75 0.74 0.75 

Average 0.81 0.82 0.83 

Table 2. F1 scores for the three versions of BOW model for the SNP dataset with different 

classifiers. 

Classifier Original-BOW BOW- based LS BOW-based RE 

SVM 0.81 0.80 0.77 

NB 0.63 0.67 0.66 

DT 0.67 0.66 0.60 

RF 0.60 0.59 0.57 

Average 0.67 0.68 0.65 

Table 3. F1 scores for the three versions of BOW model for the Al-khaleej dataset with differ-

ent classifiers. 

Classifier Original-BOW BOW- based LS BOW-based RE 

SVM 0.96 0.94 0.92 

NB 0.80 0.82 0.84 

DT 0.86 0.87 0.83 

RF 0.83 0.83 0.81 

Average 0.86 0.87 0.85 

The second stage of our experiments and evaluation focused on investigating the use 

of concepts as representation features for Arabic ATC. Two knowledge bases, namely 

WordNet and Wikipedia, were used to build the BOC representations model for our 

ATC system. Tables 4-6 show achieved F1 scores when the ATC system uses a 

WordNet-based BOC and a Wikipedia-based BOC with different classifiers. All clas-

sifiers achieved higher accuracy when Wikipedia was used as a BOC knowledge base 

for all the datasets, as compared to WordNet. We believe this can be attributed to the 

fact that WordNet provides a BOC model with fewer concepts for representing Arabic 

text. Arabic WordNet has only 9,228 concepts compared to Arabic Wikipedia which 



11 

has 273,709 concepts. Another reason for this is the ambiguity of the text as the doc-

uments in all the datasets are written in MSA and contain no diacritics. Arabic Word-

Net returns a ranked list of possible concepts for a word in the text, and the first 

ranked concept is the most commonly used, whereas Wikipedia selects concepts 

based on the surrounding text. In addition, WordNet mostly provides information 

about individual words rather than general conceptual knowledge [35]. 

Table 4. F1 scores for the BOC model for the Arabic1445 dataset using Wikipedia and Word-

Net with different classifiers. 

Classifier WordNet-based BOC Wikipedia-based BOC 

SVM 0.87 0.89 

NB 0.83 0.89 

DT 0.70 0.79 

RF 0.67 0.84 

Average 0.76 0.85 

Table 5. F1 scores for the BOC model for the SNP dataset using Wikipedia and WordNet with 

different classifiers. 

Classifier WordNet-based BOC Wikipedia-based BOC 

SVM 0.72 0.75 

NB 0.57 0.71 

DT 0.56 0.65 

RF 0.51 0.66 

Average 0.59 0.69 

Table 6. F1 scores for the BOC model for the Al-khaleej dataset using Wikipedia and WordNet 

with different classifiers. 

Classifier WordNet-based BOC Wikipedia-based BOC 

SVM 0.89 0.92 

NB 0.79 0.83 

DT 0.79 0.85 

RF 0.77 0.87 

Average 0.81 0.87 

In the final stage of evaluation, we experimented with different strategies to build 

combined text representation models and compared corresponding resulting classifi-

cation accuracy. We have evaluated the use of five different strategies, namely the 

AC, RTC, ACC, AUC and CTD. For each dataset, five combined representation mod-

els were built using Wikipedia concepts and words stemmed using the LS method. 

Our experimental results are presented in Tables 7-9 in terms of obtained F1 scores. 

Regarding the classification algorithms, our results show that the SVM yield highest 
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performance with all combined models. The NB algorithm comes next in terms of its 

accuracy, followed by the DT and the RF. The results also show that the ACC com-

bined model achieves the best classification accuracy for two datasets as illustrated in 

Tables 7 and 8. The AC strategy seems to be the second best in terms of the classifi-

cation accuracy for two datasets, again as per Tables 7 and 8. The CTD strategy, on 

the other hand, seems to yield the best performance when used in conjunction with the 

NB algorithm for the two largest datasets as illustrated in Tables 8 and 9. 

Table 7. F1 scores for the different combined models for the Arabic1445 dataset with different 

classifiers. 

Classifier AC RTC ACC AUC CTD 

SVM 0.920 0.912 0.918 0.917 0.919 

NB 0.872 0.848 0.873 0.866 0.859 

DT 0.825 0.807 0.815 0.827 0.792 

RF 0.782 0.753 0.805 0.783 0.766 

Average 0.850 0.830 0.852 0.848 0.834 

Table 8. F1 scores for the different combined models for the SNP dataset with different classi-

fiers. 

Classifier AC RTC ACC AUC CTD 

SVM 0.809 0.793 0.824 0.805 0.824 

NB 0.651 0.626 0.687 0.650 0.694 

DT 0.660 0.647 0.676 0.656 0.668 

RF 0.598 0.564 0.614 0.581 0.593 

Average 0.679 0.657 0.700 0.673 0.694 

Table 9. F1 scores for the different combined models for the Al-khaleej dataset with different 

classifiers. 

Classifier AC RTC ACC AUC CTD 

SVM 0.809 0.793 0.824 0.805 0.824 

NB 0.651 0.626 0.687 0.650 0.694 

DT 0.660 0.647 0.676 0.656 0.668 

RF 0.598 0.564 0.614 0.581 0.593 

Average 0.679 0.657 0.700 0.673 0.694 

From Table 10 it can be concluded that using the LS stemming method in the pre-

processing stage provides better classification performance than employing the RE 

method, which is in line with the findings of other researchers [15, 36, 37]. We be-

lieve this is due to the fact that the RE method is harsher on words in comparison to 

the LS method. Using RE, two words with different meanings could be stemmed to 

the same root, which leads to misclassification. For example, the words “العالميه” 

(global) and “العلميه” (scientific) would share the same root, (علم) “science” if the RE 
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stemming method is used. Furthermore, Table 10 shows that using Wikipedia con-

cepts to build a BOC model for Arabic ATC yields better classification accuracy than 

using a BOW representation. One of the reasons for this, we believe, is the broad 

categories of the documents of the Arabic datasets used in this work; all datasets con-

tained documents from different newspapers and did not focus on specific topics. The 

other reason is the complex nature of the Arabic language and the poor morphological 

tools available, which make Wikipedia concepts better features for representing text 

compared to words. 

Table 10. Average F1 scores for all text representation models and for all datasets. 

Original-

BOW 

BOW- 

based LS 

BOW-

based RE 

WordNet-

based BOC 

Wikipedia-

based BOC 
AC RTC ACC AUC 

0.786 0.791 0.776 0.723 0.802 0.804 0.786 0.812 0.800 

Our results have also shown that all the combined models we experimented with 

achieved higher classification accuracy than the BOW representation model, with the 

best performance achieved by the ACC strategy followed by the AC and the CTD. On 

the other hand, all combined models outperformed the BOC model. Finally, the re-

sults in Tables 1-9 suggest that the RF algorithm provides relatively higher classifica-

tion accuracy, compared to other classifiers, when used with the BOC representation 

model for all datasets. 

6 Conclusion  

In this work we have built an ATC system for Arabic text and evaluated its perfor-

mance using three different datasets, with the goal of identifying key elements of text 

representation that influence the classification accuracy. The evaluation involved 

using a number of different text representation models in association with different 

machine learning techniques. While work reported in the literature has mainly con-

centrated on the BOW based representation models, our study focuses on comparing 

the classification performance of the BOW and BOC models with those of various 

combinations of both. Furthermore, two knowledge bases (i.e., Wikipedia & Word-

Net) were examined for building a BOC model, making our study the first of its kind 

to utilize Wikipedia as a knowledge base for Arabic ATC. 

In conclusion, each component in an ATC system plays an important role in the 

classification accuracy, with text pre-processing and representation being key ele-

ments as demonstrated by our experimental results.  We believe the findings of this 

study pave the way for venues for further research. Among those is the use of Wik-

ipedia concepts to represent Arabic text and its application for providing richer repre-

sentation models for automatic classification of more specialized textual datasets. 
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